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• To utilize facial attributes to enhance the performance

of FR, it is important to predict the SB information

accurately.

• To efficiently integrate FR features with SB

information, we use an attentional feature-level

integration strategy.
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• Despite the considerable progress of face recognition

(FR) methods, it is still challenging to recognize faces

in unconstrained scenarios due to several factors such

as variances in the head pose, inherent sensor noise,

and illumination conditions.

• There are several multi-task learning frameworks in

biometrics that build synergy among the highly related

tasks to boost their individual performances.

• In this work, we present a new multi-branch neural

network that simultaneously performs soft biometric

(SB) prediction as an auxiliary modality and FR as the

main task to improve the performance of our FR model

in challenging scenarios.

Acknowledgements

This research is based upon work supported by

the Office of the Director of National Intelligence

(ODNI), Intelligence Advanced Research Projects

Activity (IARPA), via IARPA R&D Contract No. 2022-

21102100001.

• We proposed a multi-branch neural network that uses

shared CNN feature space for two related tasks

which are the SB prediction and FR.

• The proposed architecture, not only predicts the SB

attributes and simultaneously identifies face images

but also utilizes SB attributes as auxiliary

information to improve the performance of our FR

model.

• Results demonstrate that training both tasks jointly

improves their performance in comparison with

separate training.
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AAI Module:

The proposed AAI module has two sequential sub-modules which are channel and spatial attention, respectively.

Given two feature maps, 𝐹𝐹𝑅and 𝐹𝑆𝐵, the channel-based integration weight, 𝑀𝑐, is computed from the multi-scale

channel sub-module and then this integration weight will be multiplied by the 𝐹𝐹𝑅 feature (i.e., 𝐹𝐹𝑅 ×𝑀𝑐). However,

when it comes to the other feature map, 𝐹𝑆𝐵, the complementary value of the integration weight will be multiplied by

the 𝐹𝑆𝐵 feature (i.e., 𝐹𝑆𝐵 × 1 −𝑀𝑐 ). Then, the channel-based weighted averaging between 𝐹𝐹𝑅 and 𝐹𝑆𝐵 will be given

as input to the multi-scale spatial sub-module. Similar to the channel sub-module, spatial-based weighted averaging

will be computed between 𝐹𝐹𝑅 ×𝑀𝑠and 𝐹𝑆𝐵 × 1 −𝑀𝑠 .

Results

Proposed Method

• We propose a multi-branch neural network that

simultaneously performs SB prediction and FR in

order to enhance the performance of our FR model.

• To effectively leverage SB information for FR, we

adopt a feature-level integration strategy through our

attribute-aware attentional integration (AAI) module.

• Our context-aware AAI module employs novel multi-

scale attention sub-modules to highlight informative

features through both channel and spatial dimensions.

Table 1: Classification comparison in terms of accuracy (%)

between the proposed SB predictor and the SoTA methods on the

CelebA dataset.

Table 2: Performance comparison of our proposed method (AAFace) with 

recent SoTA FR methods. TAR is reported at FAR = 0.01%.

Qualitative Evaluation

Bald N Y N N N N

Big Nose N Y N Y N N

Chubby N N N Y N N

Male N Y N Y Y N

Narrow 

Eye
N N N N Y N
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